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Conference Director’s Report 
 
 
Welcome to the Seventh Australasian Conference on Mathematics and Computers in 
Sport (7M&CS).  For the first time the conference is hosted in New Zealand, and I am 
particularly pleased to welcome you to this country, to Palmerston North, and to 
Massey University in particular.  Our venue on the Massey Campus is the attractive 
NZ Institute of Rugby, established in 1999.  It is a most suitable venue for a small 
intimate conference like ours.  At these conferences, it is always a pleasure to renew 
contacts with colleagues who have attended and contributed to our conferences in the 
past, but as always there will be some new faces.  It is great having you here too, and 
we look forward to seeing you again at our future gatherings.  Although most 
delegates are from Australia and New Zealand, I welcome also those from the USA, 
UK and elsewhere.  In the local dialect “Kia Ora”. 
 
Being hosted in New Zealand and at the Institute of Rugby, many of our papers have 
a rugby theme, with computer analyses of performance and results being a main 
strand.  Professor Mike Hughes, Director of the Centre for Performance Analysis, 
University of Wales Institute, Cardiff, is a leading exponent of notational analysis and 
as our overseas keynote speaker, will share some of his knowledge with us.  He is in 
frequent demand as a conference speaker around the world, and we are fortunate to 
have him visit.  Our local keynote speaker is Professor Keith Davids, Dean of the 
School of Physical Education at the University of Otago, Dunedin. Keith is an author 
of a number of books on visual perception and action in sport, and the performance of 
interceptive actions and motor development.   He will explain to us the role that 
dynamical systems plays in analysing and understanding movement systems.  In 
addition there are several papers on both cricket and tennis, together with a range of 
other most interesting applications of mathematics, statistics and computing in sport. 
 
As Conference Director there are many people who have assisted me along the way; 
in particular Grant Musgrave, the webmaster at http://7mcs.massey.ac.nz, and 
Christine Ramsay who managed the finances.  There are also colleagues and friends at 
Massey University, too numerous to mention.  To you all, a big thankyou.  All papers 
in these Proceedings have been peer refereed, and a big thankyou to all those who 
freely gave their services.   
 
I sincerely hope you enjoy attending this conference, spending time with like-minded 
colleagues, listening to their presentations, and reading these Proceedings. 
 
Until 8M&CS………….. 
 
 
R Hugh Morton 
August 2004. 
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In essence a tool is created to replicate the thought processes of an unemotional, non-forgetful, 

unbiased, highly-experienced human observer that can identify underlying structures, patterns and/or 

relationships of individual rugby player performance using match data.  Importantly, due to the high 

noise present in the data, this system is only a tool to assist coaches in decision making, although it is 

suitable for use in the media. 

 

2. Data Overview 
 

Between 1996 and 2001 data was collected commercially from which a single match rating, summarising 

each individual’s performance, is computed for each game. Over 130 raw measures are collected via 

notational analysis [6].  These measures cover most conceivable events on a rugby field, including variables 

such as the number of tackles made, number of turnover tackles, attacking metres gained, players beaten and 

kicking metres. Approximately ten hours of labour are required to convert the 80 minutes of action into 

useable data. 

 

The rating described in this paper was launched early in 2000 during the Super 12 competition – a provincial 

competition involving teams from New Zealand (5), South Africa (4) and Australia (3) – as part of the 

fantasy game, ‘Ultimate Rugby’; a licensed New Zealand Rugby Football Union (NZRFU) product.  Sky 

Television then used this rating as the basis for the Sky Man-of-the-Match competition during the 2000 All 

Black tour of France and Italy.  

 

Details of the data are kept brief to protect commercial interests.  For the analyses discussed in this paper, 

data from the 2000 Super 12 competition is used.  Of the 137 variables available, 93 related to the individual. 

These were summarised manually leaving 19 for the initial analyses as shown in Table 1 [6]. A selection of 

these measures is shown for All Black and former Otago Highlanders halfback, Byron Kelleher for the 12 

matches he played in the Super 12 Tournament of 2000. 

 

It is impractical for a human observer to scan through many variables to understand individual performance.  

This information needs to be summarised in such a way that it empowers the interested parties.  To do so it is 

important to understand the meaning of the raw data and extracted information.  This enables valid and 

ethical solutions to be provided to the end user.  Given the accessibility to data mining software and the 

apparent ease of use, the validity of analyses can often be neglected. 
 

Table 1: Super 12, 2000 Match Statistics for Kelleher 
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Queensland Reds 10 2 0 3 54 107 0 2 1 1 0 2 

Coastal Sharks 10 0 0 1 55 49 1 3 0 7 2 7 

Wellington Hurricanes 9 1 3 0 46 48 0 1 0 7 1 5 

Golden Cats 9 5 1 2 68 110 2 1 1 1 1 4 

Canterbury Crusaders 9 0 0 0 53 31 0 1 2 4 0 3 

ACT Brumbies 5 0 1 0 38 29 0 2 4 10 0 1 

Auckland Blues 8 0 3 0 24 63 0 0 0 8 1 3 

Waikato Chiefs 13 2 1 0 44 51 0 3 4 11 2 7 

Western Stormers 13 3 0 1 54 50 0 2 0 11 0 4 

Northern Bulls 14 4 3 1 53 80 1 1 2 10 3 2 

NSW Waratahs 11 1 1 0 43 68 0 2 4 12 3 9 

Canterbury Crusaders 9 0 2 1 61 43 1 2 2 15 1 5 

TOTAL 120 18 15 9 593 729 5 20 20 97 14 52 

 

 

 

 



 

 

3. Applicability of Data Mining to Create Sport Ratings 
 

The impact statistics has in a rugby environment is readily identifiable in coaching publications such as those 

issued by the New Zealand Rugby Football Union (NZRFU)[21].  Objective match statistics provide an 

unbiased record of the game, albeit from a limited scope due to an information/resource trade-off [6]. 

 

The underlying assumption of sport statistics is that they provide an insight into performance.  Performance 

is the perception of how well an individual played in a single match.   Sports skill can be defined as any 

behaviour tending to improve performance in sport ([24] p.126).  According to the Oxford Senior Dictionary 

[13], the combination of skills gives rise to ability.  This definition fits nicely with rugby terminology and the 

continual reference to a player’s skill set by coaching staff determining player value [8][23].  Sporting ability 

is the combination of skills that tend to improve the performance in sport [9].  It is possible to quantify skill, 

as outlined in the definition of ability.  However, it must be noted that there is a difference between what is 

measured, and what is inferred from any measurement.  This is an important distinction and a critical 

assumption that underwrites the development of any sport rating.  Skill is inferred from performed tasks.  

Tasks are directly measurable (countable) and to complete the task successfully, the skill to perform such a 

task must exist.  Mental and physiological tasks that contribute to the performance of a physical task, such as 

passing the ball, are not directly measurable from a game and are inferred from the performance on physical 

tasks.  Thus, skill also comprises the set of mental, physical and physiological tasks that are required to 

increase the probability of success.  To successfully perform a physical task, such as kicking the ball in a 

game situation, the other factors that comprise skill must also be successfully performed.  Therefore, by 

measuring physical tasks, skill is inferred because the physical task cannot be completed unless the full set of 

tasks that comprise the skill (physiological, physical and psychological) are completed.  Consequently, 

quantified skill is inferred from quantified tasks.  The combined measurement of skill then leads to the 

quantification of ability.  By measuring the performance on physical tasks one can infer the level of an 

individual’s skill from the univariate data relating to physical tasks in our possession.  The skill set of an 

individual to tackle, catch, kick, and evade defenders is evident within the data set.  This provides the 

justification for calculating a value such as the rating described in this paper.  Figure 1 is a schematic 

representation of the discussion presented, incorporating m measurable physical tasks that can be explained 

by n skills from which ability is inferred.  A note of caution must be included at this point: It would be naive 

to assume that an individual’s ability to play rugby could be completely described by a set of numerical 

measures.  However, a large portion of an individual’s talent is expressed, exemplified by the desire for such 

statistics in the media. 

 

Figure 1: Hypothesised Relationship between Performance and Ability 
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Figure 1 illustrates the comments described previously.  It is assumed that ability determines the skill set of 

an individual (step 1). These skills then determine the physical tasks that are performed by the individual 

(step 2).  The physical tasks are used to calculate the key performance indicators (KPI) for an individual 

(step 3). The collection of KPI is an estimate of an individual’s skill set. The KPI are then used to calculate 

an estimate of ability. Ability cannot be estimated from only one performance. Consequently a series of 

performance measures needs to be examined.  A point estimate of performance is calculated from the KPI 

(step 4) via the perfection method [5].  Finally this is used to estimate ability. 

 

Collection of match data referring to the performance by an individual on physical tasks is the 

primary starting point for quantifying performance.  Data mining techniques are utilised to infer the 

structure and key components of performance from the typical multivariate profile that is expressed 

from many match situations by many relative individuals. Further, every time a physical task is 

performed and recorded from a match-type situation, the existence of some associated skill is 

supported.  Consequently, the greater an individual’s ability to play rugby translates directly to a 

greater relative capacity for the game.  This leads to greater potential involvement in the game.  

Work-rate, or direct match involvement, is especially obvious in the statistics that are generated from 

a match.  The more often a player is involved, the higher their work rate. Obviously, the higher the 

successful involvement on physical tasks, the greater the individual’s inferred ability. 

 

Fitness and mental skills are core components of rugby ability.  Whilst not directly measurable from a rugby 

match, existence can be implied.  When a skill cannot be replicated in a game environment due to either a 

lack of mental application or fitness, the absence of such data will suggest potential weakness.  Specifically, 

what is the point of a player being able to wrestle the ball of any opposition player if that individual can 

never get to a situation where that skill is required due to lack of physiological attributes such as fitness and 

mobility?  This example acknowledges that confounding variables such as fitness and mental attributes do 

not pose a problem. The mediating effects will influence task performance, which is manifested in the 

displayed skill-set recorded in a match situation. 

 

From a statistical perspective, rugby brings about a special set of challenges because it is complex and 

chaotic.  Circumstances change from game to game, even from phase to phase, due to numerous varying 

conditions; for example, weather, tactics, available personnel and standing in the competition.  This exposure 

to match volatility must be considered when establishing a rating system.  That is, one week an individual’s 

team may be starved of possession and, consequently, will be required to defend for the majority of the 

game.  Conversely, on another week the same team may have a wealth of possession such that attacking 

opportunities abound.  Ultimately, to survive in the fiercely contested Super 12 competition, individuals must 

be multi-skilled; that is, competitors must be equally adept at attack, defence and any other positional 

responsibilities such as scrummaging, as required.  Consequently, performance and ability are multifaceted – 

attacking skills are required when the team is in possession and defensive skills are called upon when the 

opposition has the ball.  This expected overlap is useful when establishing a rating system. Bracewell [6] 

showed that assessment of each raw measure is vulnerable to match volatility.  However, by considering the 

overall contribution of an individual to a team, a relatively robust performance measure is obtained.  This 

assumes an individual’s potential involvement is likely to remain constant and indicative of his or her worth 

to the team.  In rugby union this is a relatively safe assumption due to the well-rounded skill-set required for 

competitors to reach the first class level. 

 

The basic principles for obtaining an individual performance measure from match data are based on four key 

steps.  Firstly, individual performance must be defined and then operationalised by listing all relevant 

physical tasks such as tackles, passes, and kicks.  This allows match involvement to be quantified (see layer 

1 of Figure 1). Quantification of match involvement enables performance measures representing core skill 

groupings to be calculated (see layer 2 of Figure 1).    Finally, this allows overall performance to be 

established (see layer 3 of Figure 1).  This template provides the necessary foundation to extract performance 

measures from match data. 

 

Depending on the dimension reduction technique used, the skills (KPI) are likely to be uncorrelated in the 

second layer after step 3 (i.e. orthogonal rotation of factors).  This is useful from a coaching and/or selection 

perspective as it creates a portfolio of measures that describes the profile of an individual. 
 



 

4.  Creating Meaningful Ratings 
 

The extraction of an individual performance measure is similar to the approach adopted by Charles 

Spearman in his attempt to quantify human intelligence by examining the correlations between specific 

mental tests [19].  This lead to the development of factor analysis which is based on the premise that a 

number of highly linearly correlated variables is indicative of an underlying structure – comprised of factors 

– determining the behaviour of the measured characteristics [25].  Consequently, it was hypothesised that the 

data produced in a match was shaped by the individual’s underlying ability in different facets of rugby.  Due 

to the range of tasks undertaken in a rugby match, it is necessary to extract more than one factor.  Each factor 

represents a core trait of performance, also known as a Key Performance Indicator (KPI).  KPI are essentially 

a summary of the single physical task variables for each match, which is shown as the left layer in Figure 1.  

The second layer shown in this figure, representing the core skill-sets or KPI, are extracted using dimension 

reduction techniques as described next. 
 

4.1 Dimension Reduction of Rugby Data 

 

The data needed to be cleaned prior to commencing dimension reduction. Primarily, this involved 

identifying heterogeneous positional clusters from the 15 playing positions.  Clustering of expert 

opinion was used to define positional clusters that needed to be identified due to the different demands 

placed on each of the different positions in a game situation.  Eight clusters were identified, listed as 

follows: props, hooker, locks, loose forwards, halfback, first five eighth, midfield backs and outside 

backs. 

 

For the amount of data generated in a rugby match to be useful to rugby observers, match statistics 

need to be summarised.  Dimension reduction techniques are suitable for creating meaningful 

summaries of the data, provided a lower intrinsic dimensionality exists [11].  Three techniques (factor 

analysis, self-organising maps (SOM) and self-supervising feed-forward neural networks) were 

applied to physical task data. 

 

4.2 Evaluating Key Performance Indicators 

 

Factor analysis was the ideal starting point for analyses of player performance due to the 

interpretability of the latent factors using factor loadings. Five factors were required for each 

positional cluster to explain more than 60 percent of the variability within the data using principal 

component extraction and a varimax rotation.  The factors were meaningful as they represented key 

aspects of rugby such as attack, defence, and kicking.  A major advantage of using factor analysis is 

the ease of implementation as the structure is a linear equation.  The relatively low number of 

adjustable parameters ensures that it is easy to update the system given changes in style of play.  The 

use of continuous data is also advantageous for identifying small differences between comparable 

players. The factors enable strengths and weaknesses in an individual’s skill-set to be determined.   

 

Unfortunately, factor analysis lacks robustness, which means that the rating system may not be 

meaningful.  This limitation is a consequence of the linear functions used to formulate the factors, 

making the ratings vulnerable to the amount of play in a match.  This problem was highlighted during 

the All Blacks European Tour, 2000.  Whilst there is some justification for strictly increasing ratings 

with respect to positive involvement, feedback provided by the Sky Television commentary team 

suggested that this is not desirable in a rating system for individual rugby players.  Essentially, as the 

total number of sequences in a match increases so does the original rating developed for Ultimate 

Rugby and Sky Television [6].  In the test series against France, ratings were generally higher in the 

second test defeat than in the first test victory.  This was due to the increased positive involvement of 

the individuals in the second test.  This paradox highlights the problem of incorporating a linear 

structure into a model for individual performance.  Obviously, re-scaling the performance measure by 

accounting for overall quantity of play is an option.  However, other methods are pursued to establish 

relative capabilities. 

 

Neural networks cater for non-linearity in the latent model structure [10].  In Kramer’s [16] non-linear 

principal component analysis the need for target data in this five-layered feed-forward network is 

negated by replicating the original inputs as the target outputs [18].  The introduction of neural 



 

networks as a potential modelling tool served as a reminder that typically sport generates relatively 

little data.  To combat the vulnerability of neural networks to over-fitting the variables are summarised 

in an attempt to have five to ten observations per adjustable parameter as recommended by Berry and 

Linoff [3].  As a result the original 93 variables are reduced to just 19 (see Table 2) by combining 

similar variables, with minimal loss of information due to the small number of direct interactions with 

the ball a player has in any match. For example, it is more appropriate to consider total tackles made, 

rather than the distinct types of events such as turnover tackles with the left shoulder coming from the 

outside-in at chest height, due to the rarity of such events for a single player in a single match. 

 

To further condense the variables, appropriate variables were then put into two major attribute 

categories, attack or defence for separate analysis.  This action is supported by the results obtained 

from the two-dimensional SOM, and has huge implications on how performance is perceived and 

ability is quantified.  Indeed, the apparent overlap between the methods validates the extraction of 

latent performance variables.  

 

To quantify performance using the two main attributes (attack (7) and defence (7)), a five layer feed-

forward self-supervising network, with a bottleneck layer representing the dimension reduction 

“output” was applied for the defence and attack categories for each positional cluster as suggested by 

Kramer [16].  Specifically, these five layers are an input layer, hidden mapping layer, bottleneck layer 

(which serves as the “output”), hidden de-mapping layer and a target layer. Bias was included on all 

layers except in the bottleneck “output” layer. To improve the generalisation of the back-propagation 

trained network, early stopping was employed during training and a hyperbolic tangent was utilised as 

the activation function in the mapping and de-mapping layers.  The network architecture was 

established heuristically to minimise the average error in the test data set.  Whilst the number of nodes 

in the mapping and de-mapping layers varied according to positional cluster, the middle bottleneck 

layer held two nodes in all instances.  For example, the architecture – the number of nodes in each 

layer – for the midfield back cluster was 7,7,2,7,7 obtained from a sample size of 279 meaning that 

there were 1.29 observations per training parameter. 

 

Table 2:  Summary Attributes 

 
Attributes 

Attack Defence Other 

Breaks Breakdown Impact Infringements 

Defence Beaten Harassment Kicks 

Errors Kicks Caught Lineouts Lost 

Laybacks Loose ball Gained Lineouts Won 

Passes Tackle Assists Metres Kicked  

Running Metres Tackles  

Tries Tackles Missed  

 

A number of benefits arise from the use of self-supervising feed-forward neural networks.  Continuous 

data is obtained, allowing small differences in performance to be identified.  Unlike factor analysis, 

the use of sigmoid activation functions reduces the impact of outliers.  The ‘S’ shaped curves of 

sigmoid functions dampen the effect of extreme values reducing the impact of match involvement, 

which is apparent with a linear structure.  As the network is functionally independent, relationships 

between variables can be non-linear.  This enables the limiting relationships that are part of rugby 

performance to be better handled.  Limiting relationships are best illustrated by the contrast between 

attack and defence, where an individual can only do one or the other at any time.  

 

Ratings need to be transparent, or interpretable.  This is necessary to ensure that the ratings are 

contextual, which leads to understanding, credibility and marketability.  Whilst this was not a problem 

for factor analysis and SOM, neural networks are renowned for their lack of interpretability. As so few 

variables were involved, influence of individual variables on the dimension reduction output was 

established using graphical methods associated with sensitivity analysis [12].  This allowed the 

networks to be interpreted easily.  Ensuring transparency in the case of the neural networks, 

commonly referred to as black boxes in the literature [22], was assisted by the development of a new 

statistical tool enabling significant variables to clearly identifiable.  The half-moon statistic (HM) was 



 

developed to promote transparency, understanding and interpretation of dimension reduction neural 

networks [6].  This novel heuristic, non-parametric multivariate method is a tool for determining the 

strength of a relationship between variables, whilst not requiring prior knowledge of the relationship 

between multiple input variables and a single output variable.  This resolves the issues of 

interpretability, which is necessary to ensure a contextual rating system. This was achieved by 

comparing input-output pairs of observations with an enveloping circle to detect any changes from a 

null state of independence.  Additionally, this method shows a great deal of promise as a diagnostic 

tool for use with multivariate data.  The HM statistic provided output analogous to factor loadings 

enabling the important variables in a multiple input-output relationship to be established. 

 

Ultimately the use of neural networks in quantifying ability is limited due to the vast amount of data 

required to justify the inclusion of adjustable parameters without over-fitting.  However, a component-

based system isolating key measures reduces greatly the number of adjustable parameters.  

Realistically, despite the effort to reduce the number of variables and consequently the associated 

number of adjustable parameters, the networks employed were still prone to over-fitting. Typically, 

there was one observation per adjustable parameter, rather than the recommended 5-10 observations.  

Not all models were contextually meaningful, invalidating the use of neural networks as a stand-alone 

method.  However, for some positional clusters the results were contextual, indicating that the self-

supervised feed-forward neural networks could be of potential use.  Consequently, the contextual 

neural network components were retained and augmented with contextual factors from the factor 

analysis to produce two attribute indices relating to attack and defence.  Positional specific indices 

were created for each cluster to highlight the core skills required in each position.  For example, 

lineout-throwing accuracy was included for hookers, punting variables were considered for inside 

backs and scrummaging formed the basis for the prop specific attribute.   

 

Of the three applicable techniques for dimension reduction, self-organising maps produce discrete 

output that is too coarse for use in the coaching environment.  Due to the small sample sizes it is 

difficult to calculate the differences between and within individuals.  Consequently this method is not 

discussed here. However, as a dimension reduction tool it successfully identified a contextual two-

dimensional surface, with attacking performance represented by the first dimension and defensive 

performance on the other [7].  This validated the results from both the factor analysis and 

unsupervised neural network. 

 

The data mining of match data provided three key performance indicators, or core skill groupings for 

each positional cluster.  In order to create a contextual overall match rating, these indicators needed to 

be combined meaningfully. 

 

4.3  Evaluating Overall Performance  

 

The KPI are collapsed to a single performance measure via the perfection method [5].  This is an 

adaptation of quality control ideology and observations are compared with absolute perfection rather 

than the average to suit the circumstances presented in sport, producing a one-dimensional value that 

is reflective of an individual’s performance in a single match.  Sports people aim for perfection, not 

mediocrity, thus to apply control chart philosophy to sports data the focus needed to change.  The 

control statistic is therefore defined as a Mahalanobis distance from “unattainable perfection” rather 

than the average as suggested by Hotelling [14].  The effect of comparing the KPI to perfection 

reduces the impact of dynamic match conditions, by considering the contribution to the team 

(combined impact of all KPI). These dynamic match conditions can also make the assessment of raw 

measures inappropriate in one-off situations, limiting between-player and within-player comparisons.  

Thus a contextual, transparent univariate measure for individual performance had been successfully 

created.  Importantly, these ratings are approximately normally distributed meeting a major 

assumption necessary for statistical inference. 

 

5.  Monitoring Meaningful Ratings 
 

Sport statistics for individuals seek to quantify sporting performance, the ‘process’ in this case. 

Quantification of sporting performance on a match-by-match basis is similar to the statistical area of quality 

control in that the nature of a process is quantified, such that any deviation from normal (expected level of 
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ability) is quickly identified [20].  Control charting procedures provide the ideal medium to allow coaches, 

selectors and other interested parties to quickly evaluate the performance of a given individual in a single 

match with respect to their expected ability based on past performances [5].  The use of a performance rating 

and the underlying key performance indicators requires the construction and then deconstruction of the rating 

system [6].  After construction, individual performance is monitored with the use of control charts (Shewhart 

and EWMA) enabling changes in form to be identified.  This enables the detection of strengths/weakness in 

the individual’s underlying KPI and skills, through the deconstruction of the performance rating(s).  

 

Following the acquisition of a suitable rating and skill measures, examples are provided to demonstrate the 

effectiveness of these sports statistics in the proper context, monitoring the performance of individuals.  The 

examples shown demonstrate the implementation of monitoring procedures after the completion of a specific 

competition, but the same approach can be adopted during the season using match data as it becomes 

available.  Both the skills and overall performance, as outlined in Figure 1, are examined using graphical 

tools.  Obviously, the summarized data can be explored at different levels of refinement depending on the 

needs of the end user.  However, it is inadvisable to start with analyses of raw data first due to varied match 

conditions.  It is preferable to assess overall performance first to see if the ‘process’ (player performance) is 

in control.  In the first example, data for an entire competition is examined for each individual negating the 

effect of changeable match conditions by considering many ‘sampling situations’. 
 

Figure 2: Radar Plot for Comparison of Three Skills for International Halfbacks based on Super 12 2000 

Performances 

 
 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

In the selection process it is useful to compare the skill sets of individuals.  Figure 2 directly compares three 

halfbacks involved with international duties in the 2000 season.  Mean scores for the three key attributes 

(attack, defence and kicking) are displayed for each individual (sample sizes are provided below).  The data 

was obtained from the Super 12 competition in 2000 prior to international games.  The key attributes are 

displayed in a radar plot.  This graphical summary gives an immediate comparison of the key aspects of 

overall performance. An axis is dedicated to each of the three key attributes.  The centre of the plot is 

associated with low performance.  Conversely, the extremities of the axes relate to higher performance.  

Each of the key attributes was standardised to have a mean of 5 and standard deviation of 2.    The scale of 

the axis is truncated to best illustrate the differences between individuals (minimum of 3 and maximum of 6).  

Given that at the international level slight weakness or strength will be exploited, this manipulation of the 

scale is justified.  The larger the area of the polygon, the better the individual has performed. Further, a 

regular shaped polygon indicates that the player is relatively equal in each facet.  This enables strengths of 

weaknesses to be identified quickly.  The above graph shows that New Zealand’s Byron Kelleher (12 

matches) is the most complete halfback with all attributes being above average and equally strong in each 

area.  George Gregan (13) from Australia and Joost Van der Westhuizen (4) of South Africa were 

approximately equal in their defence and kicking qualities.  However, the radar plot indicates that van der 

Westhuizen is a better attacking player than Gregan.  The data can be further mined to look for other 

strengths and weaknesses. 

 

A Shewhart control chart is shown is Figure 3 for the kicking attribute of former All Black and Canterbury 

Crusaders first five eighth, Andrew Mehrtens.  In the case of the Super 12 Tournament, there will be at most 
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13 matches played by any given individual, assuming that the individual’s team makes it through to the play-

offs. This means that a control chart has little power (opportunity) to detect “out of control” situations. Tight 

upper and lower control limits set two standard deviations away from the centre line are therefore 

appropriate [5]. In an additional attempt to increase the power, all eight run rules are applied to identify any 

changes in performance and form.  In this case an alarm is signalled in the ninth match, the 75:27 win over 

the Northern Bulls.  The raw statistics show that in this match Mehrtens only kicked a total of 139 metres 

from 7 kicks (19.9 metres per kick) before being replaced by Aaron Flynn.  The high score suggests that the 

Bulls were completely dominated by the Crusaders. Therefore it is likely that Mehrtens was kicking to retain 

possession and create attacking opportunities rather than kick for territory and maintain pressure, as was the 

case in the Super 12 final.  This difference is pronounced when the kicking statistics from the ninth match 

are compared to those from the Super 12 final, where Mehrtens kicked 499 metres from 14 kicks (35.6 

metres per kick).  It is important to note the average attribute score of 7.09 is well above the population 

average of 5 for this attribute (standard deviation = 2). As mentioned previously, skills are vulnerable to 

match volatility, hence the alarm from match nine; so it is preferable to examine overall performance first.   

 

Figure 3: Shewhart Control Chart of Kicking Attribute for Mehrtens, Super 12 2000 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ability cannot be established from one match alone, so in this instance the data is smoothed using an 

exponentially weighted moving average (EWMA) so that trends or significant changes in performance can 

be identified.  Given the limited amount of data available, it is suggested that the smoothing constant is set 

equal to 0.25 and the sigma limits are set at two [5].  The Shewhart chart shown previously plots the actual 

match ratings.  The EWMA (exponentially weighted moving average) includes past performances when 

giving a match rating.  This has the advantage of being able to pick up small changes in performance more 

quickly than the Shewhart Chart. 

 

Figure 4: EWMA Control Chart of Performance Ratings for Mehrtens, Super 12 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 suggests that Mehrtens overall match performance remained consistent throughout the Super 12 as 

no alarms are signalled.  This suggests that his ability has not changed.  Whilst his kicking attribute (shown 

in Figure 3) showed that he was well above average in that respect, the overall performance rating of 50 is 

average.  Further examination of Mehrtens’ skill set reveals his strengths and weaknesses.  The three core 

attributes of first five eighths are attack, defence and kicking.  Mehrtens rates 6.2, 1.9 and 7.1 for these 



 

attributes respectively.  This means that Mehrtens talent with the boot is hampered by his limited defensive 

qualities.  Mehrtens weakness on defence is well known and attacking opposition teams often target him.  

Consequently, the Crusaders have at times resorted to moving Mehrtens to fullback or wing when defending. 

 

The control chart for Larkham shows that his general performance remained consistent throughout the 

season.  It is also worthwhile noting that his average is 63, compared to the population average of 50.  This 

supports the general perception that Larkham was one of the better first five eighths in the world. 

 

Figure 5: Shewhart Control Chart of Performance Ratings for Larkham, Super 12 2000 

 
Underlying the overall match rating is the key performance attributes. These can be assessed using tools for 

statistical inference to identify potential match strategies.  An investigation of the statistics from Larkham’s 

Super 12 season produces a number of significant results.  There is a significant correlation between his 

match rating and his attacking ability (r = 0.83).  That is, the more often and further he runs, the higher the 

match rating.  Additionally, the existence of a significant negative correlation between kicking and attacking 

implies that he either adopts one style of play or the other (r = -0.90).  This claim is made because the 

Shewhart control chart suggests that overall performance did not change.  A simple ANOVA showed that the 

higher Larkham’s kicking attribute the more likely his side is to lose (p=0.000).  This suggests that teams 

that are able to stop Larkham running freely and force him to kick are more likely to win. 
 

6.  Limitations  
 

The limits of a statistical rating system are governed by the data available.  In this study, the data available 

was restricted due to commercial circumstances.  Furthermore, there was no information relating to the 

spatial, technical or team aspects of performance.  Data relating to spatial and technical aspects of 

performance are costly and difficult to obtain. Additionally, information relating to team play is very difficult 

to define or collect and then relate back to a specific individual.  Because of these limitations, the rating 

system discussed in this paper can only be viewed as a general measure of individual performance.  

Additionally, sport generates relatively small data sets for data mining.  Thus the dimension reduction 

networks utilised in this paper may be prone to over-fitting when retraining occurs.  This could affect the 

contextuality of the models, although this could be remedied by using regularisation in the training process. 

 

When a rating system is viewed as supplemental information, then the negative aspects relating to the 

application of the rating system are dispelled.  Incorrectly and overused statistics create the possibility of 

coaching in hindsight, where action is taken well after the event, as described by former New Zealand Test 

cricketer, Brendon Bracewell [4].  As a result coaching becomes reactive rather than proactive, a situation 

that is undesirable at the first class level.  Additionally, as sport statistics are outcome focused, the processes 

(such as technical and mental) may be overlooked.  Consequently, provided sports ratings (and other 

measures of sporting performance in complex team sports) are viewed as a general measure of performance 

that is a useful tool for detecting trends in performance and communicating information to the public via the 

media, no problems will arise. 
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7. Conclusion 
 

The methodologies described in this paper are exciting given the potential use by both coaches and the 

media. Contextual data (KPI) with a lower dimensionality can easily be displayed, enabling visual 

comparisons (within-individuals and between-individuals) to be made rapidly. This is useful to the media for 

communicating vast amounts of information in the simplest possible way aiding the entertainment package 

of professional sport. 

 

Properly implemented statistical procedures improve the quality of the secondary information 

available to coaches and selectors.  The ratings and KPI that comprise the secondary information are 

important because they ‘smooth’ the inherent match volatility to which univariate statistics are 

vulnerable.  The problems associated with univariate statistics due to match volatility highlight the 

need for ‘stable’ data, which is provided in the form of the overall performance measure obtained via 

multivariate techniques.  Furthermore the time spent exploring a database is minimised by 

pinpointing the possible areas of anomalous behaviour. 

 

However, to implement data effectively in any environment, caution must be exhibited when 

choosing a potential method.  Domain knowledge is crucial to ensure that the database is capable of 

providing solutions to complex problems.  Whilst data mining techniques are excellent at extracting 

answers from large and complex databases, it is up to the practitioner to ensure the validity of the 

results.  Furthermore, the needs of the end user must be evaluated and built into the data mining 

process.  

 

The philosophy described in this paper is not limited to rugby or sport data.  The methodology is 

applicable to any circumstance where an understanding of multivariate data is required. Careful 

examination of the data and methods can ensure the validity of analyses, promoting greater comfort 

in the information age. 
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Abstract 

 

This paper examines the theoretical framework that underlies performance-based sports ranking systems. A basic model of 

competitor quality is developed with special attention given to assumptions necessary to create the reduced-form performance 

model which is used by most sports ratings systems. The key assumptions that underlie the reduced form model include 

optimality of team selection, and optimality of strategy selection. The paper then tests a simple linear dynamic model applied 

to Super 12 rugby. The model performs adequately, accurately predicting nearly 64% of results from the 2003 season, and 

over 70% of late-season results. The incorrect predictions of late-season games illustrate that not only are the predictions not 

sensitive to deviations from optimality in strategy or team selection in the current trial, but the ratings themselves are likely to 

be biased (in unknown directions and of unknown magnitudes) due to deviations from optimality in previous trials. Future 

developments in this theory should focus on measurement of the factors that impact on player skills and elements of 

successful team selection and strategy, as well as further development of the theory surrounding risk preference, utility of 

performance and discounting.  

 

1. Introduction 
 

The ranking of sports competitors has long been a topic of animated discussion. Every person who holds 

more than a passing interest in a competitive sport has their own perception of who is the ‘best’, and some 

preference ordering or ranking of competitors. These perceptions may be subject to significant subjective 

bias. Sports ranking systems are mathematical models that attempt to objectively determine a ranking for 

competitors within a sport. 

 

The problem with current rankings systems is that they often do not provide a solid theoretical framework to 

support their methodology, and in the case of numerical ratings they are not always clear what it is that the 

rating actually measures. That a system is performance-based suggests only that the ranking is reflective of 

each competitor’s past results i.e. these systems are to some extent ‘backwardly-predictive’. However, this 

interpretation differs from the generalised use of rankings systems, which is to infer who is most likely to 

win a future contest between any two competitors.  

 

This paper begins by providing a theoretical framework for the ranking of sports competitors on the basis of 

past results, and develops a model of competitor quality, with special attention given to the assumptions that 

are necessary to reduce the full model of competitor quality to the ‘reduced-form’ model in use by most 

current ratings systems. The results obtained are robust to the specification of the mathematical model – they 

apply equally regardless of the type of rankings system. Finally a simple dynamic ratings system is used to 

illustrate the limitations of the reduced-form model. Predictions based on this model are not only not 

sensitive to deviations from optimality in strategy or team selection in the current trial, but the ratings 

themselves are likely to be biased (in unknown directions and of unknown magnitudes) due to deviations 

from optimality in previous trials. 

 

The implications of this paper are that the ranking or ratings provided by sports rankings systems need to be 

interpreted carefully, and interpretations are highly sensitive to how the ‘best’ competitor is defined. This 

paper suggests that defining the ‘best’ competitor as the highest quality competitor, where quality is a 

measure of a competitor’s potential performance, provides a consistent interpretation. Using this 

interpretation should allow the sports ranking to be used, along with additional data about team selection and 

strategy, to more accurately predict future results. 
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2.  An overview of sports rankings systems and performance 
 

There are almost as many different sports rankings systems as there are possible ways of ranking 

competitors. All these systems can be separated into two broad themes – those that simply create a 

preference ordering for competitors (‘ordinal ranking’ systems) and those that provide a numerical value or 

rating which is the basis for ranking (‘cardinal rating’ systems). Both systems may use simple or increasingly 

complex mathematical modelling to develop their ranking. 

 

Ordinal rankings systems include ‘ladders’, whereby competitors move ahead of any team above them on the 

ladder which they beat (or possibly below any team that they lose to), or more complex systems that 

determine a preference ordering based on time-weighted past results
3
. Cardinal ratings systems are numerical 

models which compute, using variables such as results, number of points scored, home advantage, numerical 

‘ratings’ of the competitors in that sport. The competitors can then be ranked on the basis of their rating. 

Both types of systems have merit, but require the same set of assumptions to be satisfied, and are subject to 

the same limiting principles outlined in this paper. However, the analysis provided here is probably more 

easily applied to a cardinal (numerical) ratings system. 

 

3. Modelling competitor quality and performance 
 

Most performance-based sports rankings systems claim to measure the ‘performance’ of competitors
4
. 

Performance may in fact be an extremely simple variable to measure – a competitor either wins or loses. 

However, the factors that determine competitors’ performance in any given sporting contest, or trial
5
, are 

complex and both the interactions between them and the mechanisms through which these factors translate 

into performance are not well understood (e.g. see Yilmaz and Chatterjee [11]). 

 

First, a careful definition of quality is required. In this paper, quality will be defined as a measure of a 

competitor’s potential performance – a result of their inherent characteristics, and in particular their inherent 

ability to translate potential performance into actual performance, and their propensity to deviate from 

optimal strategy. The quality of competitor x can be expressed as some function of the characteristics of that 

competitor: 

 

  Τx = Τ(characteristics of competitor x)     (1) 

 

In the simplest sense, a competitor of a higher ‘quality’ could be expected on average to beat, or perform 

better than, a competitor with lower ‘quality’ in any trial. Since our measure of quality takes into account 

how potential performance is translated into actual performance, then any measure of the performance of a 

competitor is an indirect measure of the quality of the competitor.  

 

The only direct evidence of the ‘quality’ of a competitor is their performance, as measured in the results of n 

trials. The expected, or average, result of each trial is determined by the quality of competitors competing in 

the trial. In the case of a trial involving two competitors, x and y, the result Rxy can be simply expressed as a 

function of the ‘quality’ of each competitor, and random variation ε: 

 

  Rxy = R(Τx, Τy, ε)        (2) 

 

Assumption One: 
 ε is normally distributed with a mean of zero, and uncorrelated with any of Rxy, Τx, or Τy. 

 

Assumption one is the standard assumption in any econometric application. Violations of assumption one 

introduce bias. 

 

The result of a trial can be defined in many ways. It could be a simple binary result (1 = win, 0 = loss), a 

margin of victory (or loss), or a combination of attacking or defensive or other statistics. However, the key 
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5
 Hereafter a single sporting contest, involving one or more competitors, will be referred to as a trial. 



 

point is that a competitor of higher quality has a greater chance of achieving a ‘better’ result than a lower 

quality competitor. A better result in this case is a greater chance of victory, a greater margin of victory, or a 

‘better’ combination of statistics, depending on which metric is used to measure the result. 

 

Motivation is one important aspect of the translation of quality into performance – competitors should be 

motivated to succeed. This suggests a further assumption is necessary: 

 

Assumption Two: 
 Every competitor has strictly positive marginal utility of results. 

 

This assumption identifies the motivation or drive to success of all competitors. It suggests that, ceteris 

paribus, a competitor would always strictly prefer a better result. This may seem obvious, but consider the 

way that results are calculated. In the simplest case, where the result is only defined as a win or loss, then we 

could reasonably expect a competitor to strictly prefer the ‘better’ result. However, if the result is defined 

across the margin of victory, or some combination of offensive and defensive statistics, this might not 

necessarily be true. If the competitor is only concerned with victory and not the margin of victory, as seems 

reasonable for any trial in a knockout competition, then additional margin of victory beyond some ‘safety 

margin’ might have zero marginal utility (or even negative marginal utility if there is a chance of injury for 

the competitor which would impact on future results), and assumption two would be violated. 

 

If this assumption is violated, then we might not be able to infer that higher quality competitors would, on 

average, achieve ‘better’ results. Competitor quality (for both competitors in the two-competitor case) is no 

longer the sole determinant of the result, and this violates assumption one. 

 

By rearranging equation (2), we can derive a probability distribution function for the ‘quality’ of the 

competitor, based on performance when the quality of competition is allowed for. This probability 

distribution function provides a ‘rating’ of competitor x, τx, which is an imperfect estimate of their ‘quality’, 

and this distribution could be obtained from the distribution of ε in equation (2) if ε were known. This 

‘rating’ can be expressed as a function of their result against competitor y and the quality of competitor y: 

 

  τx = τ(Rxy, Τy)         (3) 

 

Equations (2) and (3) are the simple basis under which most sports ranking systems, both ordinal and 

cardinal, operate. Of course in calculating τx there are a number of different methods. Most involve the use of 

a matrix or a dynamic progression of results in the calculation of the ‘rating’ (for specific examples, see 

Stefani [9]). All ratings systems make the assumption that the central limit theorem holds, even though Tx 

might not be a static parameter. Even if the quality of the team changes over time, the number of 

observations (trial results) increases, the rating will approach the ‘quality’ for each team. 

 

Assumption Three: 

  lim
n

xn x  

 

If there are a sufficient number of trials and assumption three holds, then equation (3) becomes: 

 

  τx = τ(Rxy, τy)         (4) 

 

If assumption three is violated, this suggests that what is actually being measured (τx) is not a statistically 

good estimate of Τx, and some other estimator should be used. Since quality Τx is what is intended to be 

measured, assumption three must hold. 

 

The essential problem with ratings systems is that equation (2) grossly simplifies the number of factors that 

impact of the result of a trial, and therefore assumption one is violated, as is assumption three, regardless of 

the number of observations. If we were to use the simple model presented above, then factors which we 

know to impact on the result of trials, such as home advantage, would not affect any predictions we made. 

Excluding certain variables that are known to affect results (i.e. those that are not orthogonal to the results 

variable) introduces omitted variable bias (Verbeek [10]). This bias could be significant, and thus any 

predictions made using the simplified model would also be significantly biased. 



 

 

A better model for the result of a trial would include all factors known or suspected to impact on the result of 

the trial, as in equation (5) below, which may represent the ‘ideal’ performance model. 

 

 Rxy = R (Hxy, Sx, Sy, ψx, ψy, λx, λy, δx, δy, γx, γy, φx, φy, τx, τy, ε)   (5) 

 

In equation (5), Rxy represents the result between competitors x and y; Hxy represents a combination of the 

‘home advantage’ of competitor x and the ‘away disadvantage’ of competitor y; Sx and Sy represent the 

strategy employed by competitors x and y respectively; ψx and ψy represent the ‘natural skill level’ of the 

competitors; λx and λy represent the experience of the competitors; δx and δy represent the physical decline of 

the competitors; γx and γy represent the effect of coaching for each competitor; φx and φy represent the 

synergies of skills within the team, in the case of a team sport; τx and τy represent the rating of competitors x 

and y respectively, (which is likely to be equivalent to their quality if the number of trials is large); and ε 

represents random variation in results, which is assumed normally distributed with a mean of zero (see 

assumption one, above). 

 

In the case where a competitor is an individual, the terms φx and φy are zero. In the case where a competitor 

is a team, then ψx = ψ(ψx1, ψx2,…, ψxn); and ψy = ψ(ψy1, ψy2,…, ψyn); where n is the number of team members. 

The same is also true of the variables λ, δ, and γ. Where more than two competitors are involved in the trial 

(for example a golf competition or an athletics race), the formula should be expanded to include values of S, 

ψ, λ, δ, γ, φ (where applicable), and τ for each competitor. 

 

Each of these variables, or combinations of the variables, is discussed in further detail below. 

 

3.1 Home advantage and conditions advantage 

 

Home advantage is a widely acknowledged aspect of all competitive sport, and many studies have 

been undertaken in this area (e.g. see Courneya and Carron [3] or Nevill and Holder [8] for literature 

reviews, or Bray and Widmeyer [2] for more recent work). Results often suggest that a number of 

factors create home advantage, such as crowd, familiarity, and travel factors (Nevill and Holder [8]), or 

psychological factors such as perceived increases in collective efficacy (Bray and Widmeyer [2]). 

‘Home’ advantage can probably be extended further to include the possibility that proximity to home 

confers some advantage to one competitor (or lack of proximity confers some disadvantage to 

another). 

 

It is likely that the idea of ‘home’ advantage extends beyond even proximity effects, and there may be 

in fact a ‘condition advantage’. Condition advantage could be conferred where conditions in which the 

trial is conducted are favourable to one competitor even where proximity or ‘home’ advantage is 

negligible – these conditions might include climate effects, wherein one competitor performs better in 

certain climate, location effects separate from home advantage (e.g. certain tennis players perform 

better on different court conditions, like clay, or grass courts), and other effects such as rules of the 

trial (e.g. it is likely that a rugby league team would have some advantage against a rugby union team 

if the trial were conducted under rugby league rules).  

 

Home advantage (and condition advantage) is the one variable that is so robust to scrutiny that it 

cannot be easily dismissed or eliminated from consideration. Where home advantage is not explicitly 

included in the formulation of a sports ranking system, there is likely to be significant bias, particularly 

where the distribution of trials (between ‘home’ trials and ‘away’ or ‘neutral venue’ trials) for 

competitors is not randomly determined. For instance, where home advantage is not included in the 

ratings formulation, a competitor could successfully increase their ranking by competing solely in 

‘home’ conditions. This is an obvious violation of assumption three. 

 

3.2 Team selection, skill, experience, physical decline or injury, coaching and team synergies 

 

Team selection is one of the key components of a team’s performance (as measured by its results), and 

is a process undertaken by ‘team management’. Team management is the entity that is ultimately 

responsible for both the teams financial and competitive performance – it is an integral part of the 



 

‘competitor’. Team management has a utility function that is defined over its preferences for income 

and results: 

 

 Ux = U(R,Y)          (6a) 

 

While no further assumptions are necessary about this function, for the purposes of this discussion let 

us assume that the utility of results and the utility of income are additively separable
6
. This allows 

equation (6a) to be rewritten as:  

 

 Ux = U(R) + U(Y)         (6b) 

 

It seems reasonable then that team management will select a team that maximises its utility, rather than 

simply maximising the expected result. In amateur or representative sports, it is possible that the 

marginal utility that team management derives from income is close to zero, suggesting that team 

management is most concerned with results. This is somewhat less true of professional sports. In fact, 

it could be quite conceivable for a professional sports team to prefer a higher net income (due to lower 

player salaries) than ‘on-field’ performance. The Arizona Cardinals (N.F.L. football team) have 

consistently failed to produce good results over the course of many seasons, despite continually 

receiving a preferential position on the N.F.L. draft (which is based on season performance). Note that 

these results are possible even if assumption two (strictly positive marginal utility of results) is 

satisfied (e.g. see Fort and Quirk [7] and DeGennaro [5]). 

 

In isolation, equations (6a) and (6b) assume that team management has no time preference, and makes 

its decisions based on utility for each result. In fact, team management is likely to derive utility not 

only from the result of the next immediate trial, but from the expected result of future trials, discounted 

at some appropriate rate to represent additional uncertainty. The same is true of current and future 

income. Team management may hold any risk preference, and there is little evidence in the literature 

about the risk preference of team management
7
. However, given that team management often have 

some responsibility to outside stakeholders over their management of the team, it seems possible that 

team management would be risk averse. In that case, the utility of team management is described by 

equation (6c) below. 
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If team management were risk seeking, then their expected utility would instead be described by 

equation (6d): 
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Note here that the discount rates applied in equations (6c) and (6d) might be different for results (i) and 

income (j). It is possible even that the discount rate for results is not in itself constant. It seems 

plausible that when the next immediate trial for a team is a championship final or some other important 

trial, then the discount rate for future results might be much higher than that for an ‘early season’ trial
8
. 

 

Team management make decisions over the selection of players that form the team (note that of course 

in the case of individual sports then there is no selection decision to be made). The basis for this 

decision is the skill level of each player, and how well those skills will translate to results, both present 

                                                 
6
 If this were true then the marginal utility of results would not be affected by income, and the marginal utility of 

income would not be affected by results. While the latter seems reasonable, it is somewhat less likely that the marginal 

utility of results is independent of the income of the team. 
7
 There is certainly an opportunity for research into the risk preferences of team management. 

8
 Future research in the area of ‘discounting of the utility of future performance’ may also be fruitful. 



 

and future. Following equation (5), the cumulative
9
 skill level of all players in the team affects 

performance, and cumulatively higher skill levels improve expected performance, or increase the 

expected result. 

 

Obviously a players ‘skill level’ is an extremely difficult thing to measure. A player’s skill might be 

defined across any number of dimensions, and includes both physical skills and mental skills. Take for 

example the role of halfback in rugby union – this player will have some skill at kicking, passing, 

running with the ball, tackling, and so on. Each of these dimensions can be further dissected into more 

specific skills. 

 

A players’ skill set is then defined along a number of dimensions – if the degree of each skill that a 

player possesses can be represented by some real number, then a player’s skill level can be represented 

by a column vector of order m, where m is the number of (physical and mental) skills that may impact 

on performance. A player’s skill level (vector) is affected by many other factors, including their 

‘natural skill level’, their experience, coaching, injuries and the natural decline in physical (or possibly 

mental) ability that comes with age, and the synergies that exist between that player’s skills and the 

skills of other players in the team. Each of these factors might affect the whole skill vector in the same 

way, or affect different skills independently. 

 

Initially, let a player’s ‘natural skill level’ be the skill vector that they possess before any of the other 

factors have been taken into account – this is the level of skill they possessed before they became 

involved in competitive sport. Where a player has been involved in several different competitive 

sports, it will be the skill vector that they possessed before entering their first competitive sport, where 

the two sports involve similar skill sets (for example, players switching from rugby league to rugby 

union, or vice versa). 

 

It seems reasonable that a player’s skill vector would be affected by their competitive experience – a 

more experienced player should be better prepared, both mentally and physically, for the trial (e.g. see 

Duda [6]). Experience appreciates the skill vector of the player. Coaching is likely to also have a 

positive effect on the player’s skill vector, although it is possible that poor coaching could have a 

negative effect. Coaching takes the form of both physical and mental training. 

 

Injuries certainly reduce a player’s ability to translate their skill vector into ‘on-field’ performance. 

Injuries are not confined to physical skills though – it is entirely possible for a player to be affected by 

‘mental injuries’. Injuries depreciate the skill vector of the player. As a player ages, it seems 

reasonable that their physical skills decline naturally (note that this process could be extremely 

gradual) – this could also be true of mental skills. The process probably accelerates as the player ages, 

which is why most competitive sports are contested by young competitors (e.g. see Berry and Larkey 

[1]). Each of the three effects above (experience, coaching, and injuries or physical decline) can be 

represented as a diagonal matrix of order m. 

 

Finally, a player’s skill vector, as expressed in how it translates into performance (or results), is likely 

to be affected by the skill vectors of all other players in the team – positively (synergies) or negatively 

(dysfunctions). These effects might work individually between player’s skills, rather than the same 

between one player and the rest of the team, so the ‘synergy’ effect is best represented by a matrix of 

order mn x mn, where m is the number of skills that are ‘measured’, and n is the number of players in 

the team.  

 

Note that only some of the factors that may affect a player’s skill vector have been represented here. 

Other factors, such as equipment, or the use of performance-enhancing drugs, will also have an effect. 

Equipment might have two different effects, depending on whether the equipment is ‘skill-enhancing’, 

or ‘skill-providing’. 

 

Skill-enhancing equipment has an appreciating effect which can be represented in a similar was to the 

effect of experience or coaching, above. An example of skill-enhancing equipment is gloves for rugby 
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 Note that the method of cumulating may be additive or multiplicative (or some other method) and no inference is 

made here about the specific functional form that a model of ‘team skills’ should take. 



 

players, which are designed to aid the handling ability of the player. Skill-providing equipment is 

equipment which provides the player with additional skills that they would otherwise not have 

possessed (or at least not possessed at a level sufficient to compete in that sport). Note that, unlike the 

inherent skills that the player possesses, the additional skills provided by equipment might not be 

affected by any of the other factors. An example of skill-providing equipment is a formula one racing 

car, which provides the driver with acceleration, braking, and speed skills that they might otherwise 

not have possessed. These ‘skills’ are unlikely to be affected by the experience of the driver (but may 

be affected by the experience of the team), coaching, or physical decline. 

 

Recall the ‘natural skill level’ of each player can be represented by a vector of order 1 x m. We can 

represent the ‘natural skill level’ of a team by expanding the vectors of all n players into a team vector 

of order 1 x mn. Each of the other factors (experience, coaching, injury, and physical decline) can 

similarly be represented by diagonal matrices of order mn x mn. By multiplying through all of these 

factors and finally by the synergy matrix mentioned above, we can derive a measure for the ‘adjusted 

skill level’ of the team:  

 

  Ψx = ψxλxδxγxφx        (7) 

 

In equation (7), a value of one for any element of the vectors λ (experience), δ (physical decline or 

injury), γ (coaching effect), or φ (synergies) implies that there is no effect on that particular skill for 

that particular player. Values of less than one depreciate the player’s skill, and values of greater than 

one appreciate the player’s skill. 

 

The adjusted skill level is the skill level that the team will make use of in the trial. In practice it is 

difficult to measure most of the dimensions of a player’s skill, and the factors that affect it, providing a 

pragmatic reason why these factors are ignored in most formulations measuring the performance of 

teams. However, it may be possible to exclude these factors where it can be assumed that, over time, 

the total ‘adjusted skill level’ of the team does not vary. 

 

Assumption Four: 

Team management is rational in team selection, and seeks to maximise its utility defined over income 

and results. 

 

Assumption four suggests that team management will always select the ‘best’ team available, in that 

the best team is the one that maximises the utility of team management. Again, no assumption is 

necessary here about the risk preference of team management. If this assumption always holds, then 

rational team selection is consistent with the definition of quality in Section 2, above. Adjusted skill 

level of the team, Ψ, will be optimised at Ψ
*
, and results will be separately affected by team quality (as 

previously defined) and deviations from rationality, (Ψ – Ψ*). Since Ψ
*
 forms part of ‘quality’, then 

only (Ψ – Ψ*) will remain in the performance model (see equation (8), below). 

 

Obviously assumption four is not suitable for individual competitive sports, where there is no team 

selection and competitors must compete using whatever skills they possess. This is still consistent with 

our definition of quality from section 2, since the individual competitor’s adjusted skill levels is one of 

their inherent characteristics. 

 

3.3 Competitor strategy 

 

One of the key determinants of how skills translate into performance is the selection of strategy for a 

competitor. Competitors’ strategy selection will be based on their expectations of performance, and 

their expectations of the strategy selection of other competitors. 

 

Further, for teams it is probably difficult to separate the selection of strategy from team selection. 

There is no empirical evidence to suggest any advantage to either selecting the best strategy given the 

skill sets of previously selected ‘best’ players, or selecting the best players to fit a given strategy
10

. 

Team selection in itself is an important component of an overall team strategy. However, it is likely 
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 Indeed, this may be another area for future research. 



 

that strategy for any particular trial evolves as the likely makeup of opposition team and strategy 

selection becomes apparent. Final strategy selection probably occurs after team selection for all 

competitors. This suggests a complementary assumption to assumption four is necessary: 

 

Assumption Five: 

Competitors are rational in strategy selection and seek to maximise their utility defined over the result 

of the current trial. 

 

If all competitors are rational
11

, then each will select the strategy that maximises their utility (defined 

over present and future income and results as described above), given the strategies of all other 

competitors. Again risk preference will be important to the selection decision, but no assumption is 

necessary. 

 

In the simplest sense, if assumption five holds, then strategy will reduce to a pure strategy Nash 

equilibrium. In the most likely case, where a pure strategy Nash equilibrium does not exist, then the 

outcome may be a mixed strategy Nash equilibrium. 

 

If assumption five does not hold, then competitors would be selecting strategies that do not maximise 

their expected utility (given the decisions of other competitors), which may or may not violate 

assumption two. For example, if a competitor attempts to hide their strategy for future trials by not 

playing their ‘best’ strategy or team (thereby not revealing their preferred strategy, and possibly lulling 

future opponents into a state of overconfidence) in the current trial, this violates assumption five. In 

this case, the competitor probably has a low discount rate for future results (possibly even a negative 

discount rate, since future results are more important to them) and so this does not violate assumption 

two. The Australian rugby team were easily beaten by the New Zealand team in Sydney in June 2003, 

by a score of 50-23. The Australian team played an unusual strategy of kicking away a lot of 

possession to the highly-skilled back three of the New Zealand team, resulting in many opportunities 

for New Zealand to score. Four months later, the Australian team again played New Zealand, in the 

semi-final of the World Cup. Australia had radically changed strategy and held on to possession of the 

ball – restricting the opportunities for New Zealand to score. In both games, team selection for both 

teams was broadly similar. Australia had obviously played a sub-optimal strategy in the early game. It 

may be arguable whether this was an intention long-term strategy with the intention of fooling future 

opponents (particularly New Zealand), but it is a clear violation of assumption five. A ratings system 

that did not take this into account would probably underestimate the quality of the Australian team 

following the earlier loss to New Zealand, and might then have predicted a similar result in the World 

Cup semi-final. 

 

If assumption five always holds, then rational strategy selection is consistent with the definition of 

quality in Section 2, above. Competitor strategy, S, will be optimised at S
*
, and results will be 

separately affected by team quality (as previously defined) and deviations from rationality, (S
*
 - S). 

Since S
*
 forms part of ‘quality’, then only (S

*
 - S) will remain in the performance model (see equation 

(8), below). 

 

3.4 The ‘ideal’ performance model revisited 

 

Given the theories presented above, even without assumptions four and five, results should only be 

affected by the home advantage of a team, its quality (as measured by its rating), deviations from 

rationality, and random variation. The ideal performance model (from equation (5) above), then 

reduces to: 

 

 R R H S S S Sxy xy x y x x y y x x y y( , , ,[ ],[ ],[ ],[ ], )* * * *
  (8) 
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 Note that here the concept of rationality really means ‘bounded rationality’, since no competitor could be expected to 

have, or be able to make use of, full information.  



 

3.5 A note on the independence of variables 

 

While the model presented above might suggest that these variables are independent of each other, this 

is most likely not the case. As suggested above, team selection and strategy are often difficult to 

separate. However, it is likely that strategy and team selection are not determined independently of 

team quality, either. For example, it is generally accepted that low quality soccer teams playing in the 

knockout stages of the World Cup will usually play a highly-defensive long-ball strategy – effectively 

attempting to hold out during regular time because they expect to have a greater chance of winning the 

game if it is decided in a penalty shootout. 

 

4. The ‘reduced-form’ performance model 
 

Provided that assumptions four and five hold, the ‘ideal’ performance model in equation (8) can be further 

reduced into the form that is in most common use in sports ratings systems. If there is no deviation from 

rationality in team selection or strategy, then the terms (S-S*) and (Ψ – Ψ*) are zero. The ‘reduced-form’ 

performance model is presented in equation (9). 

 

 P P Hxy xy x y( , , , )         (9) 

 

This ‘reduced form’ model offers the advantage (when compared with equation (5)) of all variables being 

measurable and the data relatively easily obtained. In fact, this reduced form model is the basis of many 

sports ratings systems. 

 

This reduced-form model does have limitations, however. If used in isolation, it forms predictions for future 

results based solely on home advantage and the quality of the two competitors. While this might seem 

reasonable, if assumptions four or five are violated then these predictions may become significantly biased. 

These limitations are illustrated with a numerical example in the next section. 

 

5. Limitations of the reduced-form performance model:  

An application of a simple linear dynamic model to 2003 Super 12 rugby 
 

One example of an application of the reduced-form performance model is the AQB ratings system
12

. This 

system utilises a linear dynamic process across all known results, adjusted for a static home advantage 

parameter, to produce ratings for all competitors. The model is zero-sum, in that a winning team’s rating 

rises by the same amount that the losing team’s rating falls, and so provides a rating for each team relative to 

all other teams. 

 

The AQB ratings system is described by the following formula (10a) below. Notice that this is a reduced-

form performance model, since it includes as independent variables only the ratings of the two competitors 

and the home advantage variable. 

 

  x

t

x

t R B H DK1 ( )        (10a) 

 

R is the result variable (equal to 1 for a win, or -1 for a loss). B is the base ratings change parameter – this is 

the amount by which a teams rating would increase if it beat an identically rated team at a neutral venue. H is 

the home advantage parameter and modifies the base ratings change so that when a home team wins its 

rating does not increase by as much (and conversely for away teams). D is the difference in ratings between 

the two teams ( x

t 1
of losing team – x

t 1
 of winning team), and K is a parameter that weights this difference.  
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 The AQB ratings system was developed by the author to rate international sports teams. It is outside the scope of this 

paper to discuss the system in any great detail, or discuss its relative merits or shortcomings when compared to other 

possible systems. For further information, refer to http://www.image.co.nz/aqb/about.html 



 

For this analysis, the parameter values are somewhat arbitrary
13

. x

0
 for all teams was set at 1000, and the 

base ratings change at 20, and D at 0.08. The home advantage variable was calculated on the basis that if 

assumption three holds, then: 

 

E x

t

x

t( ) 1
         (10b) 

 

If this is true then it is simple to form a probability for each team winning any given contest, simply using 

the ratings of the two teams. However, the probability of victory would need to be modified to acknowledge 

that home teams have a greater probability of victory. To simplify this, home advantage was assumed to be 

constant across all teams, and over time. Up to the end of the 2003 season, 64.58% of games were won by 

the home team (counting drawn games as half a win). To modify the probability of a home team winning 

when playing an away team with an identical rating to 64.58% the home advantage variable would have to 

equal 5.8333. With the numerical values of the parameters included, equation (10a) then becomes: 

 

  x

t

x

t R D1 20 58333 0 08( . . )       (10c) 

 

Note that the home advantage parameter of 5.8333 is equivalent to 72.9 ratings points (i.e. for the system to 

predict an away team victory, the away team’s rating would have to be more than 72.9 points greater than the 

home team’s rating). Using this system and data of Super 12 rugby results from seasons 1996-2002, a set of 

ratings for the first week of Super 12 2003 was calculated. The ratings prior to the first week of Super 12 

play in 2003 are presented in Table 1 below. 

 

Table 1: Ratings of Super 12 teams prior to the 2003 season. 

Crusaders 1170.91 

Brumbies 1089.09 

Highlanders 1082.90 

Reds 1064.76 

Waratahs 1030.64 

Stormers 991.14 

Blues 985.91 

Hurricanes 984.82 

Sharks 974.47 

Chiefs 955.96 

Cats 872.92 

Bulls 803.20 

 

The 2002 Super 12 champion Crusaders are naturally rated the highest, with the runners-up Brumbies 

second. Since these ratings were based only on information prior to the beginning of the 2003 season, we 

might reasonably expect the accuracy of predictions to improve over the course of the season as additional 

(more recent) data points are included. 

 

The ratings update after each week of results to include new information (the next round of results). A simple 

head-to-head prediction for each game of the Super 12 2003 could be determined by a comparison of the 

ratings of each pair of teams (suitably adjusted for home advantage). By the end of the season, the ratings 

had changed considerably, and are presented in Table 2 below. 
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 The values of these parameters are based on the parameters actually used in the AQB ratings system, and developed 

over time to produce a set of ratings that seems to conform with general expectations about the quality of the teams. 



 

Table 2: Ratings of Super 12 teams at the end of the 2003 season. 

Blues 1136.27 

Crusaders 1132.93 

Brumbies 1044.13 

Reds 1030.65 

Hurricanes 1029.58 

Highlanders 1029.54 

Waratahs 1026.13 

Stormers 969.89 

Bulls 953.34 

Sharks 926.19 

Chiefs 888.33 

Cats 839.75 

 

As expected, the Super 12 champion Blues are on top of the ratings, with the runners-up, the Crusaders, 

second. The bottom-of-the-table Cats are also at the bottom of the ratings. 

 

In terms of accuracy of prediction, this system correctly predicted 44 of the 69 results (63.8%). This is only 

slightly better than a naïve system that predicts the home team to win every game, which would have 

correctly predicted 43 (62.3%) of the results. 

 

As we might expect from a dynamic system, its predictions later in the season were significantly better – of 

the last thirty games, it correctly predicted 22 results (73.3%), including both semi-finals and the final. The 

naïve system would have predicted 21 results (70.0%). The games which were incorrectly predicted during 

the last five weeks are listed in Table 3 below (home team is listed first). 

 

Table 3: Incorrectly predicted results from the final five weeks of the 2003 Super 12 season. 

Week 8 

Chiefs 
25-
31 

Sharks 

Stormers 
20-
41 

Reds 

Week 9 Bulls 
39-
19 

Reds 

Week 
10 

Bulls 
32-
31 

Crusaders 

Week 
11 

Highlanders 
23-
27 

Waratahs 

Hurricanes 
27-
35 

Brumbies 

Week 
12 

Brumbies 
21-
28 

Crusaders 

Sharks 
16-
24 

Bulls 

 

Some of the incorrect predictions might be due to natural variation in results, ε, and others may be due to 

limitations in the dynamic model (this is probably particularly true of early-season games where x

t 1
 has not 

correctly adjusted to changes in the team over the ‘off season’). Even in later season games, if some of these 

incorrect predictions can be explained by variations from optimality in team selection or strategy, then this 

suggests that either assumption four or assumption five has been violated, and that the reduced-form model is 

biased. The direction and magnitude of any bias resulting from a violation of either assumption is not clear, 

and would depend on how far the team had deviated from optimal team and strategy selection, as well as 

how often they had in the past, and how often and the magnitudes of deviations from optimality of the other 

teams in the competition. Further, these biases cannot always be clearly identified separately from standard 

variations in performance. 

 



 

As one example, in the Highlanders-Waratahs game from week 11, the system could be very confident that 

the Highlanders (rating 1079.33) would beat the Waratahs (rating 989.35), especially with home advantage. 

After the game, many experts were pointing to the positional change of influential back Matt Burke to 

fullback from outside centre where he had disappointed (e.g. see Daily Telegraph [4]). This suggests that 

earlier strategy choices by the Waratahs might not have been optimal, and their losses during earlier games 

through the season may have been due at least in part to their deviation from optimality of strategy selection. 

This would have resulted in an underestimation of their quality (as measured by their rating prior to this 

game), and an incorrect prediction for this game (where their strategy selection had returned to optimality), 

based on the reduced-form model. 

 

This illustrates the problem with using the reduced-form model to formulate ratings (or as a measure of team 

quality). Not only are the predictions that it makes not sensitive to deviations from optimality in strategy or 

team selection in the current trial, but the ratings themselves are likely to be biased (in unknown directions 

and of unknown magnitudes) due to deviations from optimality in previous trials. However, unless some 

statistical measure of the closeness to optimality of team selection and strategy can be developed, the only 

pragmatic solution is to simply acknowledge that these problems are apparent. 

 

6. Conclusion 
 

This paper began by providing a theoretical framework which could be used to develop a model for the 

ranking of sports competitors on the basis of past results. Most current rankings systems use a reduced form 

of this model, but this relies on several assumptions. Two of these assumptions (rationality or optimality of 

team selection and strategy) are likely to be seldom satisfied. One such example from the 2003 Super 12 

rugby season was provided whereby the 2003 Waratahs could have been under-rated due to sub-optimal 

strategy selection. Not including this sub-optimality (or the return to a more optimal strategy choice) in 

predicting Super 12 results not only causes errors in prediction, but is likely to cause biases of unknown 

direction and magnitude in the ratings of all teams.  

 

Rankings or ratings provided by sports rankings systems need to be interpreted carefully, especially where 

the rankings are taken as inferences of which competitor would win a head-to-head contest. Rankings may 

attempt to show which competitor is the ‘best’, but are highly sensitive to how the ‘best’ competitor is 

defined. This paper suggests that defining the ‘best’ competitor as the highest quality competitor, where 

quality is a measure of a competitor’s potential performance, provides a consistent interpretation. Using this 

interpretation should allow the sports ranking to be used, along with additional data about team selection and 

strategy, to more accurately predict future results. 

 

Further research in this area would certainly aid in the development of rankings systems that are more 

accurate predictors of performance, or more quickly adjust to new situations without introducing volatility. 

In particular, research with a focus on measurement of the factors that impact on player skills and elements 

of successful team selection and strategy should be undertaken, as well as further development of the theory 

surrounding risk preference, utility of performance and discounting. These would aid our understanding of 

the optimality of team selection and strategy. Only then could we have confidence that rankings do indeed 

reflect the quality of sports competitors. 
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